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� Neuro-inspired computational models of human cortex developed at three levels (cellular, assembly and whole brain) are described.
� Models explain the cell- and network-related mechanisms underlying the generation of i) fast ripples and ii) SEEG- and EEG-recorded epileptic spikes
and spike-waves.

� The knowledge gained from these models effectively complements the clinical analysis of SEEG data collected during the evaluation of patients with
epilepsy.
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Objective: The aim is to gain insight into the pathophysiological mechanisms underlying interictal epilep-
tiform discharges observed in electroencephalographic (EEG) and stereo-EEG (SEEG, depth electrodes)
recordings performed during pre-surgical evaluation of patients with drug-resistant epilepsy.
Methods: We developed novel neuro-inspired computational models of the human cerebral cortex at
three different levels of description: i) microscale (detailed neuron models), ii) mesoscale (neuronal mass
models) and iii) macroscale (whole brain models). Although conceptually different, micro- and mesoscale
models share some similar features, such as the typology of neurons (pyramidal cells and three types of
interneurons), their spatial arrangement in cortical layers, and their synaptic connectivity (excitatory and
inhibitory). The whole brain model consists of a large-scale network of interconnected neuronal masses,
with connectivity based on the human connectome.
Results: For these three levels of description, the fine-tuning of free parameters and the quantitative com-
parison with real data allowed us to reproduce interictal epileptiform discharges with a high degree of
fidelity and to formulate hypotheses about the cell- and network-related mechanisms underlying the
generation of fast ripples and SEEG-recorded epileptic spikes and spike-waves.
Conclusions: The proposed models provide valuable insights into the pathophysiological mechanisms
underlying the generation of epileptic events. The knowledge gained from these models effectively com-
plements the clinical analysis of SEEG data collected during the evaluation of patients with epilepsy.
Significance: These models are likely to play a key role in the mechanistic interpretation of epileptiform
activity.
� 2024 International Federation of Clinical Neurophysiology. Published by Elsevier B.V. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Epilepsy refers to a group of neurological disorders character-
ized by recurrent seizures during which brain activity becomes
abnormal, resulting in aberrant motor manifestations and/or sen-
sory and behavioral abnormalities with possible loss of awareness
(El Youssef et al., 2022). This complex dynamic disorder involves
pathophysiological neuronal alterations of brain networks that
occur at the microscopic (subcellular) to the macroscopic level (in-
terconnected neuronal assemblies distributed in distant regions).
These alterations result in two major abnormal mechanisms speci-
fic to epileptogenic networks: hyperexcitability and hypersynchro-
nization (Aronica and Muhlebner, 2017).

The main mechanisms identified so far include, but are not lim-
ited to, increased excitability at the level of principal pyramidal
cells (PCs), due to modifications of transmembrane ion channels
(Na+ (Catterall, 2012), K+ (Levesque and Avoli, 2019)), upregula-
tion of glutamatergic (Colciaghi et al., 2014) receptors such as
NMDA (Naylor et al., 2013) receptors or dysregulation of chloride
co-transporters (KCC2 (Belperio et al., 2022), NKCC1 (Liu et al.,
2019)). Synchronization is amplified by increased collateral gluta-
matergic excitation (Hedrick et al., 2017) and/or reorganizations at
the level of GABAergic interneurons (INs), leading to a deficit of
inhibitory input to PCs (Cossart et al., 2005). The pathophysiologi-
cal mechanisms are both structural (such as cell loss (Swartz et al.,
2006)) and functional (such as changes in postsynaptic currents
(PSCs) (Dichter, 1989)). At the network level, many studies have
found alterations in glutamatergic (GLU) synaptic AMPA and
extrasynaptic NMDA receptors, which play a key role in the plastic-
ity of excitatory synapses (review in (Casillas-Espinosa et al.,
2012)). Previous studies have also found similar results regarding
GABAergic synaptic transmission. They reported a mechanism of
disinhibition caused by depolarizing GABA related to chloride
overload through GABAa receptors (Burman et al., 2019, Staley,
2004), which is explained by the dysregulation of chloride trans-
porters (Huberfeld et al., 2007). In the epileptic tissue, changes also
occur i) in the extracellular space where the increase in K + concen-
tration has multiple excitatory effects (de Curtis et al., 2018), ii) in
non-synaptic neuronal couplings (ephaptic interactions or gap
junctions (review in (Nemani and Binder, 2005))) which enhance
synchronization, and iii) in astrocyte function that controls the bal-
ance between GLU release and uptake (Volman et al., 2012).

In the context of epilepsy, one of the main challenges arises
from the fact that the multifaceted mechanisms mentioned above
are not mutually exclusive. They can act ‘‘in synergy,” making it
difficult to interpret electrophysiological signals recorded at vari-
ous spatial scales, from intracellular activity to local field poten-
tials and to (stereo)electroencephalography in humans.

This complexity can be addressed by using neural computa-
tional modeling, which is recognized as the most efficient way to
integrate structural, functional, and dynamical properties of neural
systems into ‘‘coherent and interpretable views” (Suffczynski et al.,
2006). Indeed, computational models offer an efficient way to
structure new and detailed knowledge coming from neurobiologi-
cal research. They are useful for interpreting both experimental
results (Case and Soltesz, 2011, Gentiletti et al., 2022, Wei et al.,
2023) and clinical data recorded during interictal or ictal episodes
(Makhalova et al., 2022, Sinha et al., 2017). Computational models
also have the unique ability to formalize and relate variables across
multiple levels of analysis, offering the possibility to link between
successive levels of reduction.

The objective of this study is to highlight the advantages of
using a multiscale modeling approach to interpret electroen-
cephalographic (EEG) and stereo-EEG (SEEG) data recorded
during pre-surgical evaluation of drug-resistant patients who are
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candidates for surgery in order to identify a hypothesized epilepto-
genic zone (EZ). The motivation behind accurate modeling of neu-
ronal cells and networks, based on relevant biophysical and
neurophysiological data, is to make mechanistic hypotheses about
the nature of epileptiform markers observed in (S)EEG signals.

The models described here integrate up-to-date neurophysio-
logical knowledge into parametrized mathematical nonlinear
dynamical systems which consist of coupled differential equations.
The parameters in these systems have a direct interpretation in
terms of the underlying neurobiological and/or neurophysiological
processes. These models were designed to accurately replicate
electrophysiological epileptiform patterns observed during ictal
(seizure) and interictal (non-seizure) periods. This study specifi-
cally focuses on interictal epileptic discharges that include tran-
sient interictal events such as mono-/multi-phasic spikes or
polyspikes, spike-waves, and high-frequency oscillations like rip-
ples [80–200 Hz] or fast ripples [200–600 Hz]. The presented mod-
els effectively complement the visual inspection of SEEG and EEG
signals, thereby significantly improving their diagnostic value.
2. Materials and methods

2.1. SEEG and EEG recordings

Typical examples of epileptiform activity were selected by
visual inspection of recordings performed in the Epilepsy Surgery
Unit of La Timone University Hospital, Marseille, France. This data
subset was extracted from a larger database (n = 50 patients) col-
lected for the project named ‘‘EEG-Process” (‘‘Retrospective analy-
sis of EEG signals collected in routine care during the evaluation of
epileptic patients”), which was approved by legal entities including
the Institutional Review Board (IRB00003888, IORG0003254,
FWA00005831) of the French Research Institute for Health and
Medical Research (Inserm). According to our clinical practice, SEEG
and EEG recordings are performed as part of the normal clinical
care of patients who give informed consent. Patients are informed
that their data may be used for research purposes.

SEEG signals are recorded during long-term video-SEEG moni-
toring (5 to 8 days) using intracerebral multiple lead electrodes
placed intracranially according to Talairach’s stereotactic method
(Bancaud et al., 1970) and French guidelines (Isnard et al.,
2018). Electrode placement is determined for each patient based
on available non-invasive information and hypotheses about the
patient-specific localization of the epileptogenic zone. The accu-
racy of the implantation is peroperatively monitored by telemetric
x-ray imaging. A post-operative CT scan without contrast product
is then used to verify both the absence of bleeding and the precise
3D location of each electrode contact. After SEEG exploration,
intracerebral electrodes are removed. A CT scan/MRI data fusion
is performed to anatomically locate each contact along each elec-
trode trajectory.

For the purpose of this study, analyzed SEEG signals were
selected from patients with electrode contacts positioned in limbic
(hippocampus, microscale modeling) or in neocortical regions
(meso- and large-scale modeling). Signals were recorded on a
Deltamed-NatusTM system on a maximum number of channels
equal to 256, sampled at 2048 Hz or 1024 Hz depending on the
modeled epileptiform SEEG pattern (high-frequency oscillations
or epileptic spikes). A hardware analog high-pass filter (cutoff fre-
quency equal to 0.16 Hz) was present in the recording system to
remove very slow oscillations of the baseline. An example of
intracerebral SEEG exploration in temporal lobe epilepsy (TLE) is
described in section 3.2.
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Scalp EEG signals were selected from a patient who also under-
went a SEEG exploration. They were recorded on a 32-channel sys-
tem according to standard clinical practice.
2.2. Neuro-inspired microscale computational model of hippocampus
for analysis of epileptic high frequency oscillations (HFOs)

HFOs have been a topic of increasing interest over the last
twenty years (Staba et al., 2014) (Jiruska et al., 2017). They are
observed in both epileptic and non-epileptic brain regions (Pail
et al., 2020). Here, we focus on a particular type of pathological
HFOs recorded from the human hippocampus (Fig. 1.A1). These
HFOs are called fast ripples (FRs) because they are brief (a few tens
of milliseconds) signals that occur in a specific EEG frequency band
(200–600 Hz) (Fig. 1.A2).

Seminal studies reported the presence of FRs in experimental
in vivo models of epilepsy (rat, kainate models) (Bragin et al.,
1999c) as well as in the human epileptic brain (SEEG recording
from hippocampus and entorhinal cortex) (Bragin et al., 1999a).
Since then, their clinical value has been confirmed by numerous
studies (Jacobs et al., 2009, Urrestarazu et al., 2007) (Cuello-
Oderiz et al., 2018, Weiss et al., 2021).

To gain insight into the mechanisms of generation of interictal
FRs observed in SEEG signals recorded in patients with TLE during
pre-surgical evaluation, we developed a 3D neuronal network
model of the anterior part of the hippocampus. This choice was
motivated by the frequent observation of FRs in this region of
the limbic system. This physiologically and biophysically plausible
computational model mimics the CA1 subfield of the hippocampus
(Fig. 1.B). It is an original model adapted from a previous model
developed by Demont-Guignard and colleagues (Demont-
Guignard et al., 2012). In this updated version, we introduced a
biophysical model of the electrode-tissue interface (ETI) and incor-
porated the possibility of changing the electrode geometry (size
and orientation) (Fig. 1.C). Briefly, the model consists of a detailed
network of principal neurons (pyramidal -PYR- cells) connected to
three different types of interneurons: basket cells (BAS) which tar-
get PYR cell somata and oriens-lacunosum-moleculare (OLM) and
bistratified (BIS) cells which target PYR cell dendrites (Fig. 1.D).
These cells were synaptically interconnected, respecting the
known features of hippocampal cytoarchitecture (Adler et al.,
2012, Romani et al., 2022). A reduced two-compartment model
((Demont-Guignard et al., 2009), Figure A.1, Appendix A) and a
single-compartment model (adapted from (Hajos et al., 2004))
were used for the excitatory PYR cells and the inhibitory interneu-
rons, respectively.

Different types of somatic and dendritic ion channels were
included in these compartments because of their potential role in
epilepsy (Demont-Guignard et al., 2009). Each neuron subtype con-
tained different classes of voltage-gated, ligand-gated, and leak
channels, allowing the neuron models to generate realistic firing
patterns. Cell membrane properties were expressed using the
Hodgkin-Huxley formalism. Dipole theory was used to calculate
the local field potential (LFP), based on the well-established
assumptions that i) PYR cells function as current dipoles that are
the main contributors to the LFP and ii) the surrounding extracel-
lular space is homogeneous. For a detailed description of the
microscale model, readers may refer to Appendix A. It is worth not-
ing that this cellular level of modeling is motivated by the need to
have an explicit representation of action potentials (APs) to simu-
late FRs as originally reported in (Ibarz et al., 2010). Furthermore,
the combination of the neurophysiological model with models of
electrode geometry and ETI is novel. This allowed us to i) explain
the diversity of FR waveforms and corresponding spectral features
and ii) account for brain tissue changes due to gliosis.
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2.3. Neuro-inspired mesoscale multilayer computational model for
analysis of interictal epileptiform discharges (IEDs) in neocortical
brain regions

The mesoscale model described here and the microscale model
described above were developed separately because they corre-
spond to different cortical structures, i.e., a mesoscale model for
the neocortex and a microscale model for the hippocampus. There-
fore, the mesoscale model was not directly derived from the micro-
scale model.

Over the past decades, IEDs have been extensively studied in
the field of epilepsy ((de Curtis and Avanzini, 2001), review in
(de Curtis et al., 2012)). IEDs refer to a wide variety of electrophys-
iological markers ranging from simple isolated monophasic spikes
to more complex events, including biphasic spikes or spike-waves,
polyspikes, and bursts (Keller et al., 2010). Spike-waves (SWs) are
frequently observed in SEEG recordings not only in limbic struc-
tures but also in neocortical regions. Recent studies suggest that
SWs may be predictive of seizure onset and seizure propagation
zone (Cuello-Oderiz et al., 2018, Koksal-Ersoz et al., 2022,
Thomas et al., 2023).

To explain these findings, we developed a novel layered model
of the human neocortex. This model follows the neuronal popula-
tion approach first proposed by Wilson and Cowan (Wilson and
Cowan, 1972) and developed in neurophysiology by Freeman to
study the olfactory system (Freeman, 1978) and by Lopes da Silva
to understand the genesis of the EEG alpha rhythm (Lopes da Silva
et al., 1974).

The mesoscale neural mass model (NMM) presented here builds
on neuronal population models previously developed in our group
(Mina et al., 2013, Molaee-Ardekani et al., 2010, Wendling et al.,
2002). The novelty is that it takes into account the layered cytoar-
chitecture of the neocortex as superficial and deep layers are
known to play a role in the generation of interictal epileptiform
discharges in the human neocortex (Fabo et al., 2023). To our
knowledge, only two recent studies (Lopez-Sola et al., 2022,
Sanchez-Todo et al., 2023) have used a similar approach in a differ-
ent context to i) propose a modeling framework to decipher the
circuitry underlying brain oscillations and ii) bridge between dif-
ferent types of electrophysiological measurements.

A detailed description of the mesoscale model is given in
Appendix B. A summary of the main features is given here. The
model is designed to reproduce the dynamics of the average activ-
ity of a neuronal population consisting of synaptically connected
neuronal subpopulations of glutamatergic excitatory neurons and
inhibitory GABAergic INs. As shown in Fig. 2.A, excitatory neurons
correspond to PYR cells spanning layers I to V. The model considers
four types of GABAergic INs (parvalbumine + cells, PV + INs;
somatostatin + cells, SST + INs; neurogliaform cells, NGFC INs;
vaso-intestinal peptide-expressing cells, VIP + INs), thus integrat-
ing more neuron types than in models previously proposed
(Mina et al., 2013, Molaee-Ardekani et al., 2010) as well as posi-
tions of synapses across layers. The connectivity among neuronal
subpopulations (including both feedback and feedforward connec-
tions) was based on data reported in the literature (Eyal et al.,
2018, Markram et al., 2015) and on the comprehensive review of
interlaminar connections in the neocortex by Thomson and Ban-
nister (Thomson and Bannister, 2003).

According to the NMM formalism, in each subpopulation, a
dynamic linear transfer function converts presynaptic information
(i.e., the average pulse density of afferent action potentials) into an
average membrane postsynaptic potential (PSP), which can be
either excitatory (EPSP) or inhibitory (IPSP). The kinetics (rise
and decay times) of PSPs reproduce those of actual GLU, GABAa,fast

and GABAa,slow PSPs (see Appendix B, Table B.1). In turn, a static
nonlinear function (sigmoid shape) relates the average membrane



Fig. 1. Microscale computational model of hippocampus for simulation of epileptic high frequency oscillations (HFOs). A) Example of a real HFO (fast ripple frequency band,
[200–600 Hz]) recorded from hippocampus during SEEG. B) Human hippocampal slice (adapted from (Touretzky, 2019)). The model simulates local field potentials (LFPs)
generated in the CA1 subfield in response to excitatory input from the CA3 subfield via the Schaffer collaterals. C) The simulated 3D volume designed to generate CA1 network
activity from interconnected pyramidal (PYR) cells and hyperexcitable PYR (PYRh) cells (n = 6991) in addition to Basket (BAS, 477), Oriens-LacunosumMoleculare (OLM, 477),
and Bistratified (BIS, 477) interneurons (INs). The Electrode-Tissue Interface (ETI) model allows accurate consideration of the extracellular electrode characteristics
(impedance, size, position). D) Schematic diagram of the two connected subfields CA3 and CA1 (arrows: glutamatergic synapses, squares: GABAergic synapses). PYR cells were
represented by a two-compartment (soma, dendrite) neuron model while INs were represented by a single-compartment model (details in Appendix A, Figure A.1). CA3 was
simply represented as an array PYR cells firing volleys of action potentials on CA1 PYR cells. The simulated LFP was considered to be the summation of extracellular electric
potentials generated by CA1 PYR cells, assumed to behave as elementary current dipoles.
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potential of a given subpopulation to an average pulse density rep-
resenting the sum of action potentials fired by neurons. It is worth
noting that PSP amplitudes are key parameters of the model. Their
values determine the excitatory/inhibitory drive of afferent inputs
to a given subpopulation. Thus, they contribute significantly to the
global excitation/inhibition balance of the whole neuronal popula-
tion. To reconstruct the local field potential recorded by SEEG elec-
trode contacts, we considered two synaptic locations (apical and
basal) on the PYR population (layer I and layer V). As shown in
Fig. 2.B, the transmembrane current caused by an apical synaptic
input generates a basal return current, and the transmembrane
current caused by a basal synaptic input generates an apical return
current (Lopes da Silva, 2011, chapter 5). Therefore, in order to
approximate the LFP recorded at the electrode contact, we consid-
ered the contribution of both synaptic current sinks and sources,
simulated by two monopoles in opposite directions (Fig. 2.B).

2.4. Neuro-inspired large-scale computational model of the human
brain for interpretation of scalp EEG signals recorded in patients with
epilepsy

In recent decades, a large body of evidence has accumulated
showing that epilepsy is a disorder of brain networks, with changes
occurring at both structural (Lariviere et al., 2022) and functional
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(Bartolomei et al., 2017) levels. It is widely accepted that epileptic
mechanisms result from dysfunctional changes that occur not only
in brain tissue but also in the connectivity of distant regions
(Parker et al., 2018). It is also known that these dysfunctional
changes are at the origin of patient-specific epileptiform abnormal-
ities observed in electrophysiological signals (SEEG, EEG) recorded
during interictal and ictal periods (Binnie and Stefan, 1999). Relat-
ing electrophysiological markers to pathological changes in epilep-
togenic networks (ENs) is a complex task especially in the case of
scalp EEG signals which convey information about the simultane-
ous activity of brain sources projecting onto electrodes positioned
on the head (Cosandier-Rimele et al., 2010). To fill this gap, we
developed a large-scale computational model of the human brain
capable of accurately simulating EEG signals recorded in patients
with focal epilepsy involving of neocortical regions.

A detailed description of the macroscale model is provided in
Appendix C. Key features are described below. The model is based
on a previously published model (Bensaid et al., 2019) that we
developed to explain features (rhythms, topography) of scalp EEG
signals recorded from normal subjects during sleep and wakeful-
ness conditions and from patients with disorders of consciousness.
In this previous study (Bensaid et al., 2019), we presented a phys-
iologically grounded computational model, that takes into account
the interregional circuitry of the human cortex. The model



Fig. 2. Mesoscale laminar computational model. A) The model follows the neural mass modeling formalism (see text for details) extended by a physical model accounting for
the electrical current conduction. B) To reconstruct the local field potential (LFP) recorded by the intracerebral electrode contacts (E1 and E2), two current monopoles of
opposite direction are used to account for transmembrane current flow patterns that depend on the type of the input current (EPSC, left subplot or IPSC, right subplot) and on
the synapse location (basal, layer 5 or apical, layer 1). The grey arrows represent the current flow in the extracellular space. For instance (B, left), an EPSC arising at the level of
basal dendrites results in an active sink in the extracellular space close to this synapse and a passive source at the level of apical dendrites. These sink/source configurations in
the extracellular space give rise to monopoles, whose activity is projected onto the electrode contacts. C) Illustrative examples of recorded and simulated monophasic spikes
and biphasic spike waves.
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consisted of a network of interconnected neocortical regions,
whose activity was simulated by a NMM that accounted for the
specificities of each neuronal type. A specific NMM was added to
simulate thalamic activity. The global architecture included thala-
mocortical (vertical) and cortico-cortical (horizontal) connectivity
based on the human connectome (Van Essen and Marcus, 2023).
Distant neuronal assemblies could communicate through feedfor-
ward and feedback synaptic excitation and inhibition.

For the present study, the brain model was adapted to the con-
text of epilepsy. The new model and the pipeline we developed to
optimize the parameters are shown in Fig. 3.

Firstly, in order to simulate the activity of neocortical regions,
the previous generic NMM was replaced by the mesoscale multi-
layer computational model (Fig. 3.A) described in Section 2.3 and
detailed in Appendix B. Secondly, the structural connectivity
(Fig. 3.B) between ROIs was based on neuroimaging data (DTI) col-
lected and averaged from 215 subjects as provided by the Human
Connectome Project (Van Essen and Marcus, 2023), whereas in our
previous model it was taken from (Hagmann et al., 2008) where it
was estimated from five healthy volunteers. Thirdly, for the source
activity, the patient’s 3D MRI data were used to reconstruct a high-
resolution mesh of their cerebral cortex (Fig. 3.C). The atlas
(Desikan et al., 2006) used for the anatomical parcellation of the
cerebral cortex included 82 regions of interest (ROIs), whereas
the previous large-scale model contained only 66 ROIs (Fig. 3.C).
On this mesh, we delineated the EZ, the PZ and the ‘‘healthy” brain
regions (Fig. 3.D), and we solved the EEG forward problem (using
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the dipole theory, see Appendix C) to project the activity of sources
onto electrodes positioned on the patient’s head (Fig. 3.E). An iter-
ative parameter optimization process was then applied to simulate
scalp EEG signals similar to those recorded in the patient (Fig. 3.F
and 3.G).
3. Results

We present the results obtained at the three modeling scales.
For each scale, the simulation parameters were determined from
visual inspection of real (S)EEG signals recorded in patients with
epilepsy. When the simulated signals reproduced the real signals
with a high degree of fidelity, the models were then used to gener-
ate mechanistic insights.
3.1. Microscale modeling explains the mechanisms underlying FRs
observed in SEEG signals

In this section, we report simulation results obtained from the
microscale model regarding the generation of fast ripples (FRs) as
observed in SEEG signals recorded from an intracerebral electrode
positioned in the hippocampus.

A typical FR event is shown at the top of Fig. 4.A. As depicted,
FRs are short-duration (30 ms) transient events characterized by
high-frequency, low-amplitude activity superimposed on a slower,
higher-amplitude wave. Time-frequency analysis (spectrogram,



Fig. 3. Large-scale modeling pipeline and parameter optimization based on the comparison of simulated and real EEG signals. A) The neocortical mesoscale model (see
section 2) is used to build a B) large scale network of 82 interconnected neural masses simulating the local electrophysiological activity of 82 distributed brain regions
interconnected according to data provided by the Human Connectome Project. C) Neural activity is then mapped onto a high-resolution 3D mesh (obtained from patient-
specific MRI data) for which a parcellation is defined based on a modified version of the Desikan-Killiany atlas (increased from 66 to 82 regions of interest). D) Healthy,
epileptogenic and propagation zones (EZ and PZ, respectively) are then refined and mapped to corresponding nodes of the network generating background activity and
epileptic spikes. E) By solving the EEG forward problem, the activity at the source level (neocortex) is then projected onto 32 scalp electrodes positioned on the head in order
to obtain F) simulated EEG signals. G) An iterative procedure aimed at minimizing the distance between real and simulated EEG signals (in terms of amplitude, spike
topography and polarity) is used to adjust model parameters (excitability, connectivity, position and extent of regions of interest).
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Fig. 4.A, bottom) of this typical FR revealed that the high-frequency
components (>200 Hz) were located into two subbands (around
220 Hz and 320 Hz), which is similar to previous reports in early
in vivo studies (Bragin et al., 1999c) and later confirmed in humans
(Bragin et al., 1999b, Jacobs et al., 2009, Jiruska et al., 2017). As
shown in Fig. 4.B (top right), with appropriate tuning of parame-
ters, the model captured key features of real FRs, such as the tem-
poral profile and the presence of both low- and high-frequency
components. This agreement between simulated and real FRs is
also quantified by the spectrogram (Fig. 4.B, bottom).

A major advantage of the model is that it can simulate not only
the local field potential (LFP) generated by the hippocampal neu-
ronal network but also the firing patterns of individual neurons
of the network (excitatory PYR cells and inhibitory BIS, OLM, BAS
INs). It is worth noting that the simultaneous recording of these
cell types would be very difficult to achieve experimentally. As dis-
played in Fig. 4.C, these firing patterns provided insight into the
mechanisms involved in the generation of the FR waveform. The
high-frequency component (around 300 Hz) is explained by
weakly synchronized action potentials (APs) generated by small
clusters of pyramidal neurons that were rendered hyperexcitable
(PYRh, characterized by increased conductance associated with
glutamatergic currents, decreased conductance associated with
GABAergic currents and increased GABA reversal potential) as
compared to ‘‘normal” PYR cells (see Fig. 1.C). Regarding the low-
frequency component of the FR event, the model revealed that it
is caused by an activation of the loop between PYR cells and BIS
INs in response to the afferent volley of action potentials coming
from CA3 (Fig. 4.C).
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3.2. Mesoscale modeling explains the time course of SEEG-recorded
spike-waves and predicts seizure onset and propagation zones

In this section, we illustrate the ability of the mesoscale model
to accurately reproduce IEDs with different morphologies, such as
epileptic spikes and spike-waves recorded during presurgical eval-
uation of a patient suffering from lateral temporal lobe epilepsy.

During this SEEG exploration, eleven multichannel depth EEG
electrodes (Fig. 5.A, B) were used to explore left temporal, orbito-
frontal and parietal regions (mesial and lateral) in addition to a
focal cortical dysplasia located in the temporal posterior sulcus.
See the legend of Fig. 5 for the list of explored regions and corre-
sponding electrode names.

The SEEG recordings contained 163 monopolar signals (sam-
pling rate = 1024 Hz, skull reference). For simplicity, Fig. 5.C shows
the patient’s typical interictal activity (20 s epoch). 64 bipolar sig-
nals are displayed because they exhibit prominent epileptic spikes
and spike-waves.

As shown in Fig. 5.C, a subset of 7 signals (TP5-6, A8-9, B9-10,
TB8-9, T7-8, H8-9, DYS1-2) was selected based on the epilepto-
genicity index (EI, (Bartolomei et al., 2008)) values. For each chan-
nel, tens of epileptic spikes were averaged to obtain a prototypical
epileptiform event (Fig. 6.B, red traces). These averaged waveforms
illustrate the wide variety of spikes and spike-waves recorded in
the EZ (red disk, EI = 1) and in the connected PZs (green disks,
EI < 0.6).

Simulated epileptic spikes and spike-waves (Fig. 6, black traces)
were then obtained by manually tuning the model parameters, as
represented next to the averaged recorded epileptic spikes and



Fig. 4. Example of simulation results obtained with the microscale model. A, top) Real high frequency oscillation (HFO) recorded during SEEG exploration (electrode contact
positioned in the hippocampus). A, bottom) Time-frequency representation (spectrogram) showing the presence of signal energy in the [200–300] Hz frequency band, typical
of epileptic fast ripples (FRs). B) Simulated fast ripple (top) and corresponding spectrogram (bottom) showing the similarity to real FRs. C) Simulated intracellular activity of
Glutamatergic principal neurons (PYR: pyramidal cells) and in GABAergic interneurons (BAS: basket cells; OLM: oriens lacunosom/moleculare cells, BIS: bistratified cells). The
high frequency component (>300 Hz) is explained by weakly synchronized action potentials generated by small clusters of PYRs characterized by increased excitation.
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spike-waves (Fig. 6, red traces). The global analysis of the simula-
tion results revealed that the model was able to reproduce specific
waveforms of interictal events observed in real SEEG signals with
excellent accuracy (in terms of face value) considering their com-
plexity (monophasic spikes and biphasic spike-waves, sharpness
of the spike component, duration of the wave component).

In addition, the model provided insights into the mechanisms
underlying the spike and the wave components of the actual
spike-waves, as well as the time delay between the two
components.

First, the model showed that the initial spike component was
generated in two loops involving PYR cells and both SST + and
PV + interneurons. More specifically, sharp spikes resulted from
co-occurring GLU and GABA synaptic currents generated at the
level of somatic synapses (presence of GABAa,fast receptors). The
sharpness was explained by the rise and decay time constants of
corresponding EPSPs and IPSPs and their degree of
synchronization.

Second, regarding the post-peak wave component, we found
that spike-waves with longer-duration waves occurred more fre-
quently in PZs. The model suggested that this component is gener-
ated in the PYR-SST + loop and is caused by GABAergic currents
generated at apical synapses of PYR cells where GABAa,slow recep-
tors are implemented.

Third, the model revealed that both the wave duration and the
delay between the spike and the wave components were explained
by the rise and decay time constants of IPSPs generated by PYR
cells in response to input from INs. Interestingly, the interictal
epileptic discharges (IEDs) recorded in the EZ displayed sharper
spikes and shorter delays between the fast spike and slow wave
components. As explained by the model, GABAergic interneurons
receive strong and brief excitatory inputs from local PYR cells
and generate synchronized responses. IEDs with sharper spikes
generated in the EZ are due to strong synchronization and fast
response of basal GABAergic INs. IEDs with longer spike-wave
delays observed in PZs are due to prolonged excitatory inputs to
GABAergic INs and longer and delayed IPSPs.

Finally, as shown in Fig. 6.B, the model could accurately repro-
duce interictal epileptic spikes and spike-waves recorded in the EZ
near a focal cortical dysplasia located in the temporal posterior sul-
cus (electrode contacts DYS2-3) separating the superior temporal
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gyrus and the middle temporal gyrus (electrode contacts T7-8).
These realistic spike-waves generated in the dysplasia could be
obtained for increased levels of GLU excitation and decreased
levels of dendritic GABAergic inhibition. Regarding the PZs (green
circles), although the E/I ratio was augmented compared to that
of ‘‘normal NMs”, spike-waves were not generated spontaneously
but were caused by the excitatory input from the EZ.

3.3. Whole brain modeling predicts scalp-EEG signals from the
topography and dynamics of intracerebral sources

In this section, we report simulation results obtained from the
whole brain model personalized from MRI and SEEG/EEG data
recorded in the same patient, as described in 3.2.

CT scan images indicating the localization of the intracerebral
electrodes are provided in Fig. 5.A with electrode names and
recorded brain regions.

Interictal epileptic spikes and spike-waves were recorded in the
EZ close to a focal cortical dysplasia located in the temporal poste-
rior sulcus (electrode contacts DYS2 and DYS3) separating the
superior temporal gyrus (STG) and the middle temporal gyrus
(MTG) (electrode contacts T8 and T9).

Firstly, parameters of the interconnected NMMs included in the
whole-brain model were set to generate normal EEG activity,
except for epileptic activity, for which parameter values were fitted
from the signal recorded at electrode DYS2-3 (located in the EZ).
Then, the functional connectivity between the EZ and PZ as well
as their position and spatial extent were optimized based on the
matching of simulated and real scalp EEG signals (quantified by
the cross-correlation function). Regarding the functional connec-
tivity, values were increased between EZ and PZ but were
decreased between EZ and healthy brain regions. Regarding the
spatial extent, the triangular facets of the 3D cortical mesh were
progressively aggregated to define the EZ. A similar procedure
was used to tune the surface of the PZ.

Next, the EEG forward problem was solved to calculate the elec-
trical contribution of the EZ and the PZ at the electrodes positioned
on the scalp. The results of this process are shown in Fig. 7 for three
different scenarios resulting in a mismatch between real EEG sig-
nals (Fig. 7.A) and simulated signals (Fig. 7.B, 7.C, 7.D). The first sce-
nario (Fig. 7.B) showed that too small areas of EZ and PZ lead to



Fig. 5. Stereoelectroencephalographic (SEEG) exploration in a patient with lateral temporal lobe epilepsy. A) Sagittal and coronal CT-scan views showing the depth-EEG
electrodes implanted in a perpendicular or oblique direction with respect to the brain surface. Electrode names refer to the following recorded regions: OR: fronto-orbital, OP:
parieto-opercular, PI: sub-parietal, A: amygdala, TP: temporal pole, TB: temporo-basal cortex, H: Heschl gyrus, B: hippocampus, FCA: anterior fissura calcarina, Superior
Temporal gyrus: T, DYS: dysplasia. B) Schematic diagram of a multi-contact intracerebral electrode. C) A 15-second epoch of SEEG recording with focus on bipolar channels of
interest (colored disks) with corresponding Epileptogenicity Index (EI) values calculated from seizures (Bartolomei et al., 2008).

Fig. 6. Interictal network identified from SEEG recordings. Each node represents a bipolar SEEG channel in a brain region with epileptogenicity index (EI) values (Bartolomei
et al., 2008) calculated from seizures. The red ellipse denotes the epileptogenic zone (EI = 1), the green ellipse corresponds to propagation zones (EI < 0.6) and the blue ellipse
denotes a healthy brain region (EI = 0). A) Magnified view of intracerebral activity recorded during typical interictal events. B) Average waveforms of detected epileptic spikes
and spikes waves on each bipolar channel in the patient (red traces) along with simulated signals (black traces).
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Fig. 7. Simulation of scalp EEG signals using the large-scale model (whole brain). A) Short epoch of real EEG signals disclosing epileptic spikes (ESs) generated in the right
hemisphere (temporal and central regions). B) Simulated EEG for a first scenario on the model parameter configuration in which the surface of the epileptic zone (EZ) and the
propagation zone (PZ) are too small, resulting in very low amplitude epileptic spikes that differ from real ones. C) In the second scenario where the extension of the PZ is large,
simulated EEG epileptic spikes do not match real ones in terms of location (no spike inversion at T4-T6) and waveform (large and sharp spikes at T6-O2). D) Simulated EEG for
a third scenario where the position of the EZ and PZ is incorrect, resulting in simulated epileptic spikes (ESs) which do not match the real ones in terms of waveform and
topography.
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incorrect amplitude of interictal epileptic spikes (ESs) at the scalp
level. In contrast, the second scenario (Fig. 7.C) indicated that
incorrect spatial extension of the PZ leads to incorrect location
and shape of epileptic spikes. Similarly, the third scenario (Fig. 7.
D) demonstrated that an inaccurate position of the EZ and PZ
resulted in a diffusion of epileptic spikes that did not resemble
those actually recorded at the scalp level.

These results show that the parameter tuning process must
obey strict constraints to obtain an accurate matching between
simulated and real scalp EEG signals. As shown in Fig. 8, such sim-
ilarity could only be achieved for well-defined position and spatial
extent of EZ and PZ. As depicted on EEG signals (Fig. 8.A), the sim-
ulated interictal ESs closely reproduced (correct amplitude, polar-
ity and localization (F8-T4, T4-P8 and P8-O2)) those actually
recorded for optimal tuning of the model parameters. Importantly,
the prediction of the model in terms of EZ and PZ localization and
spatial extent was confirmed by the post-surgical result. As shown
in Fig. 8.B (middle and right panels), the resected region, which
included the EZ and a large part of the PZ, resulted in the complete
disappearance of seizures (Engel class 1).
4. Discussion

The purpose of this research article is to provide a global
overview of computational hybrid models reflecting physical and
physiological mechanisms that are useful for interpreting intrac-
erebral and scalp EEG data recorded during interictal periods in
patients with epilepsy. These models were developed at three
different levels of description and provide insightful information
about the mechanisms underlying epileptiform events (fast
ripples, epileptic spikes, and spike-waves) commonly observed in
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patients outside seizures. In this regard, they differ from more
abstract phenomenological models (El Houssaini et al., 2020), also
developed in the context of epilepsy, which are based on mathe-
matical equations more loosely connected to neuronal physiology.

The key findings are summarized below and then discussed in
the sections that follow.

First, the three model types demonstrated substantial integra-
tive value. They provided an effective way to i) articulate neurobi-
ological and neurophysiological insights into neural networks
comprising major types of glutamatergic pyramidal cells and
GABAergic interneurons and ii) integrate pathophysiological
changes at cellular and network levels to reproduce epileptiform
events observed in electrophysiological signals.

Second, for the three levels of description, the models presented
showed a high ability to accurately reproduce observed epilepti-
form events (so-called face value (Suffczynski et al., 2006)) not only
because they are based on neurophysiological data but also
because they integrate a factual reconstruction of electrophysio-
logical signals (LFPs, SEEG and scalp EEG) grounded in biophysical
principles such as the effect of monopolar or dipolar behavior of
neuronal sources as predicted by electromagnetism.

Third, they were found to have a high explanatory value, pro-
viding valuable insights into the mechanisms underlying the gen-
eration of high-frequency oscillations (fast ripples) and interictal
spikes and spike-waves, observed in intracerebral and scalp EEG
recordings of patients.

Microscale model. Regarding the generation of fast ripples in the
hippocampus, our microscale model confirmed that an external
excitatory input to the CA1 subfield, likely originating from CA3,
is necessary to reproduce the slow component with superimposed
fast oscillations. This result is consistent with a number of studies
including (Nunez-Ochoa et al., 2021, Ortiz et al., 2018) which



Fig. 8. Comparison between real and simulated scalp EEG signals. A) For optimal tuning of EZ and PZ parameters in the large-scale model, simulated epileptic spikes strongly
resemble real spikes in terms of topography (channels F8-T4, T4-P8h, P8h-O2), polarity and waveforms. B) Model prediction (left) regarding the spatial extent of the
epileptogenic zone (EZ) and the propagation zone (PZ) along with the resection actually performed (middle) and the superposition of predicted and resected zones (right).
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provided in vitro evidence that fast ripple events in CA1 are initi-
ated by CA3 multiunit activity. It is noteworthy that the high-
frequency oscillatory component is in the range of [200–600] Hz,
which is well above the maximum firing rate of CA1 pyramidal
cells (about 40–50 Hz) (Avignone et al., 2005). The model could
explain this difference by the fact that the observed very fast oscil-
lation is due to pyramidal cell firing patterns contributing in a
weakly synchronized manner to the local field potential recorded
extracellularly by the (relatively large) electrode.

This finding is in agreement with those reported by Foffani et al.
(Foffani et al., 2007) showing that HFOs may reflect a pathological
desynchronization of the normal ripple pattern. More precisely, the
out-of-phase bursting of PYR cells would result in emergent FRs
(Ibarz et al., 2010). From a computational modeling perspective,
this corroborates the analysis of Fink and colleagues (Fink et al.,
2015) who also found that abnormal ripples arise when input to
pyramidal cells overcomes network inhibition, resulting in high-
frequency uncoordinated firing. Interestingly, our model was able
to generate realistic fast ripples (FRs, [200–600 Hz]) without inte-
grating axon-axon gap junctions between pyramidal neurons. In
this respect, it differs from those described by Traub and colleages
(Traub and Bibbig, 2000, Traub et al., 1999) where the fast oscilla-
tion is generated by electrically coupled pyramidal cell axons, lead-
ing to phasic excitation of interneurons at ripple frequency.
207
Mesoscale model. Regarding the generation of interictal ESs and
SWs in neocortical brain regions, our results strongly suggest that
mesoscale neurophysiological layered models of neural masses are
very well suited to approximate simple and more complex wave-
forms of epileptiform events recorded with SEEG outside seizures.
This result demonstrates the high variability of electrographic
manifestation of IEDs, with distinct subtypes of SWs depending
on lamina-selective disinhibition or enhanced interlaminar excita-
tion, as suggested in (Hall et al., 2018). More specifically, we pro-
posed a novel layered neuronal population model that considers
synaptically connected subpopulations of PYR cells and GABAergic
INs spatially distributed across the 6 layers of the human neocor-
tex. To our knowledge, this modeling approach, recently presented
by our group (Koksal-Ersoz et al., 2022, Lopez-Sola et al., 2022), has
not been reported elsewhere.

According to this model, connections between neuronal sub-
populations play a crucial role in generating realistic SWs through
synaptic mechanisms. The spike component of SWs is glutamater-
gic (PYR-PYR collateral excitation), while the wave component is
GABAergic (PYR-SST + circuit). This result is consistent with previ-
ous experimental (Cossart et al., 2005, Huneau et al., 2013, Yekhlef
et al., 2015) and computational modeling studies (Demont-
Guignard et al., 2012, Ratnadurai-Giridharan et al., 2014,
Wendling et al., 2002) which have shown that the epileptogenicity
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of neuronal populations can be explained by the alteration of the
input of SST + INs to GABAa receptors of PYR cells. In this particular
circuit, EPSPs and IPSPs are generated at the level of basal and api-
cal dendritic synapses. Indeed, in contrast to our previous model
for the hippocampus (Geng and Zhou, 2016, Wendling et al.,
2002), INs target GABAa receptors of PYR cells in both superficial
and deep layers of the neocortical columnwith different physiolog-
ically plausible IPSP kinetics. Our results show that a better
approximation of the various waveforms of IEDs observed in SEEG
(from simple monophasic spikes to more complex biphasic spike-
waves) can be obtained by using two monopoles in opposite direc-
tions for the reconstruction of signals recorded at the level of
intracerebral electrode contacts. This biophysical consideration
was based on the description of current flow patterns within and
around an idealized neuron in response to synaptic activation
which creates active sources and passive sinks at the basal and dis-
tal dendrites depending on the excitatory or inhibitory input
(Lopes da Silva, 2011).

Regarding the interpretation of IED waveforms, the model pro-
vided insight into subtle differences in the morphology of SWs in
terms of the sharpness of the spike component, the duration of
the wave component and the delay between the spike and the
wave. Specifically, by reducing glutamatergic signaling in the PYR
cell subpopulation, we were able to increase the spike duration
(i.e., reduce the spike sharpness) and to obtain a long-lasting inhi-
bition that increased the spike/wave delay and the wave duration.
Interestingly, in the model, these sharpless spikes with delayed
longer waves are being generated in non-epileptogenic zones
(NEZs). This finding suggests that inhibition is still functional in
NEZs where ‘‘green spikes” are being generated in response to exci-
tatory input from epileptogenic zones (EZs) that produce ‘‘red
spikes” (sharp spikes followed by short waves). It also confirms
the study reported by Serafini (Serafini, 2019), which concluded
that green spikes have more pronounced slow waves than red
spikes and that peripheral slow-wave amplitudes correlate with
seizure suppression due to preserved surrounding inhibition.

Macroscale model. Regarding the macroscopic level of descrip-
tion, our results show that the whole-brain computational model
we previously developed for consciousness studies (Bensaid
et al., 2019) can also provide insightful information about IEDs
recorded in scalp EEG signals. The model we developed is adapted
to the patient-specificity of epileptiform activity originating from
neocortical brain sources and reflected in EEG signals collected
from electrodes positioned on the patient’s head. Our approach
builds on the neuronal population model adapted to the neocortex
(Appendix B) and extends the single neural mass to a network of
spatially distributed interconnected neural masses (Appendix C).
In a similar approach (van Nifterick et al., 2022), the authors made
use of a whole-brain computational network model comprising of
78 neural masses coupled according to structural brain topology in
order to link neural hyperactivity underlying the E/I imbalance to
brain network dysfunction in early Alzheimer disease. In the con-
text of epilepsy, seizure propagation patterns have been analyzed
using a model comprising 88 nodes equipped with region-
specific neural mass models capable of simulating a range of
epileptiform discharges (Olmi et al., 2019). Along the same line,
but from a more theoretical viewpoint, mechanisms of epileptic
states and state transitions were studied using a network model
composed of coupled oscillatory units (Kalitzin et al., 2019). Never-
theless, our model differs from those presented elsewhere as the
large-scale brain network includes neural masses in which neu-
ronal mechanisms are neurophysiologically grounded. To our
knowledge, this feature is unique and provides an opportunity to
bridge neocortical regional microcircuitry with whole-brain
macrocircuitry. Using this approach, we were able to simulate
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realistic scalp EEG signals comprising interictal ESs and SWs that
matched those actually recorded in the patient. Interestingly, this
approach led to the identification of the patient-specific epilepto-
genic zone (EZ) and propagation zone (PZ). To proceed, we used
a visual iterative procedure in which the tuning of parameters
related to epileptic sources minimizes the distance between real
and simulated epileptic spikes in terms of involved EEG channels
(topography), amplitude and polarity of patterns. Given the num-
ber of adjustable parameters, one might expect that a multitude
of possible combinations could lead to plausible EEG signals. How-
ever, our findings reveal a contrasting result: the stringent spatio-
temporal constraints are such that only a few combinations yield
EEG signals similar to patient-specific signals with significant clin-
ical value. In this regard, the EZ identified by the model was part of
the area resected in the patient, who is now seizure-free two years
after surgery. This result confirms those reported in recent studies
suggesting that brain models could be used in the pre-surgical
evaluation of patients to tailor neurosurgery (An et al., 2019,
Lang et al., 2023).

Overall, for the three levels of description, fine-tuning of the
free parameters and quantitative comparison with real data
allowed us to reproduce interictal epileptic events with a high
degree of realism and to formulate hypotheses about the cell-
and network-related mechanisms underlying the generation of
FRs and IEDs observed in SEEG signals.

Overcoming the limitations of the proposed approach will
strengthen these positive results. Firstly, the tuning of model
parameters is based on visual comparison of simulated and real
signals supported by graphical user interfaces the speed up the
search for optimal values. However, this process is still time-
consuming, and automatic methods for identifying model parame-
ters will be useful. More specifically, one approach based on evolu-
tionary algorithms (Dunstan et al., 2023, Wendling et al., 2005) will
be considered for mapping NMM parameters. Second, regarding
the macroscale model, improvements can also be achieved by
including subcortical structures in the 3D brain mesh in addition
to neocortical regions. This extension would allow further investi-
gation of scalp EEG signals generated by epileptogenic networks
involving deep brain regions such as the amygdala or the hip-
pocampus, among others. Finally, future work will also investigate
the ability of the proposed models to predict optimized therapeutic
strategies based on neurostimulation and neuromodulation.
Regarding resection strategies, the field of personalized whole-
brain modeling is advancing rapidly, and neurosurgical applica-
tions of this technology can provide support for clinical decision-
making (Dallmer-Zerbe et al., 2023, Lang et al., 2023). Similarly,
such individualized models can provide guidance for the optimiza-
tion of neurostimulation and neuromodulation interventions.
Overall, this study highlights the high potential of hybrid computa-
tional modeling combining (patho)physiological mechanisms with
physical principles for clinical epileptology.
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